
PROBABILITY – Prof. Richard B. Goldstein 
 
 Definitions 
  Classical / Theoretical – sample space, outcomes, events 

)S(n
)A(n)A(P =  

  Experimental – frequency of event 
erimentexpoftrialsof#

Aofsoccurrenceof#)A(P =  

 
  Subjective – estimated by the individual 
 
 Set Notation 
 
  P(A) = probability of an event A 
  P(A') = 1- P(A) : complement of A (not A) 
  P(A U  B) = P(A) + P(B) – P(A I  B)   - show Venn Diagrams 
  P(A' I  B), P(A'  B  C ') I I

  P(A | B) = 
)B(n

)BA(n
)B(P

)BA(P II
=  

  Independent / Dependent 
  All =  vs. ≠ : P(A | B) = P(A), P(B | A) = P(B), P(A I  B) = P(A) P(B) 
  
 Counting Rules 
 
  Multiplication Rule: n1 × n2 × … × nk 
  Factorial: n! = 1 × 2 × 3 × … × n 

  Permutations: nPr = 
)!rn(

!n
−

 

  Combinations: nCr = 
!r
P
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 (Pascal’s Triangle) 

  Multinomial: 
!n!n!n
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 where n1 + n2 + … + nr = n 

  Tree Diagrams 
 
  Multiplication Rules: )AA|A(P)A|A(P)A(P)AAA(P 213121321 III =  

)A(P)A(P)A(P)AAA(P 321321 =II  if independent      
 Bayes’ Rule 
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)B|A(P)B(P

)B|A(P)B(P

)AB(P

)AB(P
)A(P

)AB(P)A|B(P
I

II  for r = 1, 2, …, k 


